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Abstract—This report analyses the impact of BGPsec on BGP
update messages. BGPsec is an extension to BGP that aims to
improve routing security by allowing BGP speakers to sign and
validate AS paths. We make use of BGP data streams from
two BGP speakers and evaluate how different identified types of
BGP update messages are affected by the changes required by
BGPsec. In addition to the lack of support for update packing,
these changes include the need to tailor each update message
to the receiving peer by adding its AS number to the path. We
model BGPsec traffic based on these requirements. We analyse
the impact of BGPsec on the generation of update messages
and conclude that the increased number of messages is likely to
significantly increase the computational load on routers running
BGP, even without considering the computational cost of signing.
However, we find that the average number of prefixes advertised
per update message is lower than the ones determined in previous
work, which may indicate a lower than expected impact of
BGPsec on BGP traffic.

Keywords: BGP, BGPsec, inter-domain routing, routing security

I. INTRODUCTION

Border Gateway Protocol (BGP) is the standard protocol
used for inter-domain routing on the Internet [1]. While it
plays a crucial role in the global Internet routing infrastructure,
it was not originally designed with security in mind. This
has made it susceptible to attacks like prefix hijacking, AS
path forgery and route leaking. Intentional and unintentional
misconfigurations have led to several high-profile incidents
that have disrupted routing behaviour [2]. An example of
this occurred in 2018, when China Telecom announced a
part of Google’s IP address range making Google services
unreachable for customers [3].

The BGPsec extension attempts to improve the security
of BGP. It does so by requiring BGP speakers to sign the
asserted AS path included in a BGP update message with
their private key. This signature can later be validated with
the corresponding public key.

While improving BGP security, BGPsec comes with higher
deployment costs [1]. Next to additional computational and
memory requirements for BGPsec speaking routers, it is ex-
pected that the number of update messages will increase with
BGPsec deployment due to the required changes in update
message generation [1]. One of the main changes is the lack of
support for update packing when using the BGPsec extension,
meaning that it is not possible to announce multiple prefixes
in one update message [4]. This paper aims to quantify this
increase of update messages by modeling expected BGPsec

traffic based on BGP traffic data from a customer AS of SIDN
Labs1 and one of the AMS-IX2 route servers.

The rest of the paper is structured as follows. In sec. II,
we outline BGP, different BGP security mechanisms and
introduce the BGPsec extension. In sec. III we introduce
related work on BGPsec optimisations and prior research
on the potential increase in BGP update messages. We then
present our methodology in sec. IV followed by an overview
of our results in sec. VI. Finally, we discuss our results in
sec. VII and conclude what we found about the impact of
BGPsec on BGP update messages in sec. VIII.

A. Research Questions

We identified the following research question and corre-
sponding sub-research questions for this project:

Research Question: “What is the effect of BGPsec on update
messages exchanged between BGP speakers?”
• Sub-Question 1: “What type of BGP update messages

exist and how would BGPsec affect how they need to
be generated?”

• Sub-Question 2: “How many more BGP update messages
must be sent by a BGP speaker when using BGPsec due
to not being able to do update packing?”

• Sub-Question 3: “What, if any, other requirements by
BGPsec impact BGP update messages?

II. BACKGROUND

A. BGP

BGP is an inter-Autonomous System routing protocol and
the current de-facto standard for inter-domain routing [1].
A router implementing BGP is called a BGP speaker [5].
To enable routing between different Autonomous Systems
(ASes), BGP speakers exchange BGP messages containing
routing information that they use to populate their Routing
Information Bases (RIBs) [5]. When a BGP speaker receives
new information on a route, it updates its own RIB and
forwards this new information about the network topology to
its peers. However, it can take some time until all routers
reflect this change. This period is referred to as converging
and the time it takes until convergence is reached should be

1https://www.sidnlabs.nl/
2https://www.ams-ix.net/

https://www.sidnlabs.nl/
https://www.ams-ix.net/
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kept as short as possible to ensure stable routing behaviour
[1,6].

As specified in RFC4271, there are four types of BGP
messages: open (type 1), update (type 2), notification (type
3) and keep-alive (type 4) [5]. Update messages are used
to exchange routing information. They include a Network
Layer Reachability Information (NLRI) field and several path
attributes, one of them being the AS PATH attribute. The
NLRI field contains one or more announced prefixes and
their length. The AS PATH consists of a list of Autonomous
System Number (ASN) representing the path that needs to
be traversed to reach the given prefix(es) [5]. Based on this
information BGP speakers can determine the best path to reach
a destination.

While this decentralised system works well with co-
operative actors, BGP has no built-in security mechanisms
against hostile actors joining the network [7]. With BGP,
there is no way to verify received routing information. For
this reason, intentional and unintentional misconfigurations
can lead to disruptions if incorrect information is propagated
throughout the network.

B. Proposed BGP security mechanisms

Wang et al. classify technologies attempting to improve
inter-domain routing security into Route Origin Verification
(ROV), Route Path Plausibility (RPP) and Route Path Verifi-
cation (RPV) [8].

Approaches for ROV intend to mitigate prefix hijacking
attacks. As defined by Mitseva et al., to execute a prefix
hijacking attack, “an AS falsely claims to originate a prefix not
delegated to it” [9]. The AS can also advertise a subnetwork
of a prefix, in that case it is a subprefix hijacking attack. One
approach to mitigate these attacks is the Resource Public Key
Infrastructure (RPKI). The RPKI is a Public Key Infrastructure
(PKI) that can be used for ROV [10]. RPKI objects contain
certificates and Route Origin Authorisation (ROA) objects
binding them to ASes. This allows BGP peers receiving a
BGP message to validate if the announcing AS is authorised
to advertise the sent prefix by looking up the associated
certificate in the RPKI [10]. However, ROA objects do not
allow validation of the asserted AS path to the prefix.

RPP and RPV mechanisms focus on the validation of the
AS PATH attribute. Autonomous System Provider Authorisa-
tion (ASPA) is the currently most mature approach for RPP
[11]. ASPA is defined in a current Internet-Draft [12] and
aims to allow verification of the AS PATH attribute. This is
supposed to mitigate route leaks and help BGP speakers detect
improbable AS paths. To achieve this, ASPA does not rely
on cryptographically signing the path but purely evaluates
if a path is plausible based on AS relationship information
included in ASPA objects [11]. ASPA objects are signed.
Cryptographic validation takes place on dedicated machines
and not on the routers themselves lowering the performance
requirements that routers need to meet [11].

One approach for RPV is BGPsec. BGPsec is an extension
of BGP that requires BGP speakers to cryptographically sign
the asserted AS path in an update message with a private key

corresponding to a certificate stored in the RPKI. Based on
that receiving BGP peers are able to verify the received path
(RPV) [8].

C. BGPsec

BGPsec was specified in RFC8205 [13] in 2017. It is a
BGP extension that aims to make the AS path cryptograph-
ically verifiable. The adoption of BGPsec has been slow
due to concerns over performance degradation and slower
convergence in the BGP network [1]. The use of BGPsec
is expected to result in increased computational overhead,
increased memory requirements and an increase in the number
of update messages.

As mentioned before, it is expected that BGPsec will
demand an increase in update messages because of the
required modifications to the process of generating valid
messages. BGPsec replaces the AS PATH attribute with the
BGPsec PATH attribute. The BGPsec PATH attribute contains
a Secure Path and a signature block. The Secure Path con-
tains the list of ASNs, associated flags and a pCount that
allows specifying the number of times the ASN should be
included. The pCount is used for path prepending, as used
in BGP. Setting the pCount allows the speaker to achieve the
same semantics without the additional processing overhead of
having to generate multiple Secure Path segments [13].

The signature block contains each of the traversed ASes
signatures as well as their Subject Key Identifier related to
the RPKI router certificate [13]. In contrast to the AS PATH
attribute, BGPsec PATH must include the ASN of the peer to
whom the update message is sent. This means that a generated
BGPsec update message announcing a prefix and an associated
AS path can not be sent to multiple peers. A new message
needs to be generated and signed for each peer the message
is sent to [13].

Additionally, while BGP allows for so-called update pack-
ing, several prefixes with the same attributes being announced
in one update message, the BGPsec extension does not support
this. This means each BGPsec update can contain only exactly
one prefix [4,13]. This decision was made because if a BGP
speaker wanted to create an update containing only a subset
of the packed announced prefixes in a received message, this
would greatly increase the complexity of message creation
[14].

Finally, because BGPsec messages are signed with a private
key that is associated with a certificate, it has to be ensured
that keys are rolled over and messages are regenerated and
resigned with a new key before a certificate expires. While key
rollovers can be scheduled as planned based on the expiration
of a certificate, they can also be required due to changes in
certificate data or a compromised key [15]. Any messages that
were previously signed with a no longer valid key, might be
treated as unauthenticated by receiving BGPsec speakers. This
in turn means that while in BGP, announced routes are valid
until they are actively withdrawn, this is not the case with
BGPsec [16].
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III. RELATED WORK

As discussed in sec. II-C, some of the requirements set
by BGPsec lead to higher deployment costs. These include
an increased computational load on routers, higher memory
requirements and an expected decrease in speed with regards
to message creation and validation. Due to that, adoption of
BGPsec has been slow [1]. To mitigate these deployment
costs, there are several works related to optimising operations
required by BGPsec.

Sriram and Montgomery (2017) analyse three update pro-
cessing algorithms to lower processing costs of update mes-
sages [14]. They evaluate optimising the verification process
by caching parts of the AS path that have already been verified
(Cache Common Segments) and only verifying the signatures
of updates that the BGP speaker determines to be best path
considerations (Best Path Only).

Kim and Kim (2015) compare BGPsec signature algorithms
and advocate for the usage of RSA instead of ECDSA to im-
prove performance when validating BGPsec update messages
[2]. They determine that while ECDSA has performance bene-
fits, in the context of BGPsec, this is less relevant. RSA allows
for quick verification, which leads to a better performance
when it comes to validating BGP update messages.

Takemura et al. (2021) research options to lower the mem-
ory required for routers to run the BGPsec extension. They
propose the aggregation of signatures with their protocol
APVAS+. APVAS+ lowers memory requirements in certain
topologies to a level that is much closer to memory available
in currently used routers [17].

Next to the mentioned deployment costs, another reason
for concern is the expected increase in the amount of required
update messages. There are some related works mentioning
this and estimating its potential impact.

Huston and Bush (2011) published an article called “Se-
curing BGP with BGPsec” in The ISP Column examining the
BGPsec mechanisms as well as the implications they could
have on BGP operation [4]. Next to the potential impact on the
size of update messages and the computational load validation
of the signatures could put on BGPsec speaking routers, they
also mention the potential impact on BGP traffic caused by the
lack of support for update packing. They suggest that while
there will be an increase, it will not come “at an unreasonable
cost” [4].

Sriram et al. held a presentation on “RIB Size Estimation
for BGPSEC” in 2011 including an analysis on the amount of
prefixes announced in eBGP announcements. They found an
average of 3.832 prefixes packed in update messages. Based on
this, RFC8374 discusses that there are on average four times
fewer messages than announced prefixes [18].

Oesterle et al. published a paper titled “Challenges with
BGPsec” in 2021, reviewing deployment challenges with BG-
Psec. Next to concerns about BGPsec being slower than BGP
due to performed signature validations, they also mention the
lack of support for update packing as a reason for an increase
in update messages. They identify that these two factors could
impact processing time and with that slow down convergence
of BGP [1].

We wanted to get a more detailed insight into how much the
number of BGP update messages would increase with BGPsec
deployment. To the best of our knowledge, no work has been
done on this yet.

IV. METHODOLOGY

To determine the impact of BGPsec on BGP update mes-
sages, we analyse BGP update messages and identify mod-
ifications required by BGPsec. Based on that, we estimate
the impact that BGPsec would have on BGP traffic and the
amount of messages that a router needs to generate. This
section describes the steps we took in detail.

A. Identifying necessary additional BGPsec update messages

To identify required additional BGPsec update messages
based on existing BGP traffic data, we split up update mes-
sages into three categories that aid in the analysis. The first
category includes BGP updates that announce exactly one
prefix. An example of an NLRI field containing one prefix is
shown in lst. 1. BGPsec requires these messages to be adapted
and resigned for each destination AS. This impacts message
generation.

Network Layer Reachability Information (NLRI)
x.x.x.x/24

NLRI prefix length: 24
NLRI prefix: x.x.x.x

Listing 1. IPv4 NLRI that includes exactly one prefix.

The second category contains BGP updates that contain two
or more prefixes. An example for an NLRI field containing
three prefixes is shown in lst. 2. Similar to the first category,
these messages need to be adapted for each destination AS
and can not be just generated once and sent to multiple peers.
In addition, the announced prefixes must be separated into
several individual BGPsec messages. This has an impact on
the amount of BGP traffic.

Network Layer Reachability Information (NLRI)
x.x.x.x/24

NLRI prefix length: 24
NLRI prefix: x.x.x.x

x.x.x.x/22
NLRI prefix length: 22
NLRI prefix: x.x.x.x

x.x.x.x/24
NLRI prefix length: 24
NLRI prefix: x.x.x.x

Listing 2. IPv4 NLRI that includes more than one prefix.

Finally, the third category includes messages that do not
announce any prefix. These are called withdrawal messages.
An example is shown in lst. 3. BGPsec does not require
withdrawals to be signed, which is why no changes are
required for messages in this category.

Withdrawn Routes
x.x.x.x/24

Withdrawn route prefix length: 24
Withdrawn prefix: x.x.x.x

Listing 3. IPv4 withdrawal message.
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B. Data selection and preparation

To analyse BGP traffic we use two data streams available
to us. The first one is BGP traffic from a BGP session with
the BGP speaker at SIDN Labs (AS 215088), from now on
referred to as Customer AS. This AS is a downstream from
two SURF ASes (AS 1101 and AS 1103). SURF is the national
research and education network of the Netherlands.3 The data
used was collected in the time frame 2024-06-10 18:30 to
2024-06-11 18:00. Our second data source is BGP traffic from
the AMS-IX route server 1 (AS 6777) in the time frame 2024-
06-06 00:02 to 2024-06-07 00:02, from now on referred to
as AMS-IX route server. This BGP speaker is an example of
an Internet Exchange. The statistics on the AMS-IX website
declare a total of 886 IPv4 and 795 IPv6 peers.4 AMS-IX is
“one of the largest public peering interconnection platforms”.5

According to statistics published by AMS-IX, route server 1
has received 329,858 IPv4 and 69,000 IPv6 prefixes and has
sent 206,798 IPv4 and 45,978 IPv6 prefixes.3

We filter the traffic data by the source IP addresses for the
BGP speakers of AS 215088 and AS 6777. Through that we
discard all incoming traffic. We do this to be able to focus
on the impact that BGPsec has on update messages generated
and sent by these two speakers. In addition, we filter by BGP
message type 2 (update) and separate update messages into
two groups: messages carrying IPv4 routing information and
messages carrying IPv6 routing information.

Finally, we identify the amount of prefixes contained in each
update message and add a field containing this count to the
data. A withdrawal message is assigned a prefix count of 0.

C. Analysing impact on traffic

To estimate the impact that the use of BGPsec would have
on the amount of BGP traffic, we make use of the counted
prefixes per message. We base our analysis on the assumption
that each message that contains more than one prefix needs to
be split up into as many messages as prefixes are announced in
that message. Therefore, our estimation for BGPsec messages
per time interval (MBGPsec) equates to the sum over all
counted prefixes within the given time interval (PBGP ) plus
the count of withdrawal messages in that same time interval
(WBGP ). This is represented by the following formula:

MBGPsec =
∑

PBGP +WBGP

We compare the increase in BGP traffic by comparing the
total amount of update messages sent in our data to our
estimation for BGPsec (MBGPsec). In addition, we compare
the peak load of update messages sent per minute.

D. Analysing impact on message generation

To estimate the impact that BGPsec would have on BGP
message generation by the router, we only analyse the AMS-
IX route server data. In contrast to the data from the peering
session with the Customer AS, the AMS-IX data includes

3https://www.surf .nl/
4https:// stats.ams-ix.net/ rs-stats.html
5https://www.ams-ix.net/ams/service/ internet-peering

messages that are sent to several peers, which allows us to
make estimations on how many more messages would need
to be generated.

We make the following assumptions when estimating the
number of messages generated by the AMS-IX route server:
We consider identical BGP update messages in our traffic data,
where identical means that every field is exactly the same,
to have been generated once if the timestamps of the frames
containing them are no more than 100ms apart. We set the
timestamp of message generation to be the timestamp of the
first occurrence of a message.

We choose this specific time frame of 100ms due to com-
putational limitations. If we extended it to 500ms or 1000ms,
we would not be able to process the IPv4 data efficiently due
to the large number of message comparisons required when a
large number of messages are sent in a very short time frame.

In order to analyse update generation in more detail, it
would be necessary to modify the BGP speaker in question
to output trace messages as update messages are generated
and sent. This is not feasible with the AMS-IX route server
within the scope of this project.

To estimate required BGPsec message generation, we count
the number of announced prefixes in the BGP traffic data and
based on that estimate additional required messages. Because
our traffic data already reflects how many peers receive a mes-
sage, we make use of this count for our message generation
estimation: each message sent that is not a withdrawal message
needs to be generated separately. We determine the amount
of generated withdrawal messages per time interval and add
them to the count. This is expressed in the following formula,
where PBGP represents the count of prefixes over all sent
BGP update messages, WGenBGP represents the estimation
for generated withdrawals and MGenBGPsec represents the
estimation for generated BGPsec messages.

MGenBGPsec =
∑

PBGP +WGenBGP

V. IMPLEMENTATION

To conduct our analysis based on the methodology pre-
sented in sec. IV, we use tcpdump6 to capture BGP traffic from
AS 215088 (SIDN Labs) and tshark7 to filter and reformat
packet captures. In addition, we used the Python programming
language8 as well as the ELK stack9 (Elasticsearch, Logstash,
Kibana) to analyse and visualise the data. An overview of the
processing workflow can be found in fig. 1.

After the first processing step (pcap to JSON), the AMS-IX
route server data takes up 463GB and the Customer AS data
takes up 3.4GB of storage. To be able to efficiently process
and analyse the data, we use a VM with 12 cores on Xeon
Gold 5115 CPU @ 2.40GHz with 1.2TB of storage and 400GB

6https://www.tcpdump.org/
7https:// tshark.dev/
8https://www.python.org/
9https://www.elastic.co/elastic-stack/

https://www.surf.nl/
https://stats.ams-ix.net/rs-stats.html
https://www.ams-ix.net/ams/service/internet-peering
https://www.tcpdump.org/
https://tshark.dev/
https://www.python.org/
https://www.elastic.co/elastic-stack/
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TABLE I
IMPACT ON BGP UPDATE MESSAGE TRAFFIC

Customer AS
Total # updates Peak load (per min)

IP version BGP BGPsec increase by1 BGP BGPsec increase by1

IPv4 888,174 2,007,969 126.08% 5,757 31,849 453.22%
IPv6 978,860 1,287,344 31.51% 1,706 8,158 378.19%

AMS-IX route server
Total # updates Peak load (per min)

IP version BGP BGPsec increase by1 BGP BGPsec increase by1

IPv4 126,813,802 282,403,732 122.69% 2,581,402 3,166,746 22.68%
IPv6 49,760,361 74,929,830 50.58% 356,845 796,900 123.32%

1 Rounded to the second decimal place

TABLE II
IMPACT ON BGP UPDATE MESSAGE GENERATION

AMS-IX route server
Total # updates generated Peak load (per min)

IP version BGP BGPsec increase by1 BGP BGPsec increase by1

IPv4 83,415,053 277,631,142 232.83% 2,207,170 3,143,740 42.43%
IPv6 14,520,796 70,415,274 384.93% 312,952 791,543 152.93%

1 Rounded to the second decimal place

of RAM. All scripts and Kibana dashboards can be found on
GitHub10.

The captured data for both BGP speakers is in pcap format.
We use tshark to convert the pcaps into a JSON format suitable
for importing into Elasticsearch using the -T ek option. To al-
low more efficient processing of the data, we discard all fields
in the frame except for the timestamp and the IP and BGP
fields using the -J ”bgp ip” option. We filter the traffic data
by the source IP addresses of the BGP speakers for AS 215088
and AS 6777 respectively and filter by BGP message type 2,
leaving us with outgoing BGP update messages. In order to
separate the traffic into IPv4 and IPv6, we filter on the IPv4
source IP address and the IPv6 source IP address separately.

Fig. 1. Overview of data preparation and analysis steps.

As a final data preparation step, we use Python to split up
frames containing more than one BGP update message into
separate JSON objects to ensure that each document in Elas-
ticsearch will represent exactly one update message and not
multiple. In the same process, we count the amount of prefixes
contained in each update message. Update messages carrying
IPv6 routing information make use of different fields than

10https://github.com/ lmbruder/bgpsec update messages

messages carrying IPv4 routing information due to the changes
required by the Multiprotocol extension [19]. To account for
that, we count the prefixes contained in the NLRI field for IPv4
and the prefixes contained in the MP REACH NLRI field for
IPv6.

We import the data into Elasticsearch using Logstash to
perform data analysis and create visualisations in Kibana. To
generate estimates for update message generation, we process
the AMS-IX route server data using a Python script that checks
for duplicate update messages and compares their timestamps.

VI. RESULTS

We summarise the findings of our analysis on update
packing in table III. All results related to the impact of BGPsec
on BGP traffic can be found in table I, all results related to the
impact on BGP message generation can be found in table II.

A. Update packing

We determine the average, median, maximum, and standard
deviation for the number of prefixes per update message for
IPv4 and IPv6 for both BGP speakers. For the Customer AS,
we find an average of 2.266 announced prefixes per update
message for IPv4 and an average of 1.347 for IPv6. The
median for both is 1. Excluding withdrawals, update messages
with one announced prefix make up 79.06% of IPv4 and
87.46% of IPv6 update messages. The maximum amount of
prefixes in an update message is 999 for IPv4 and 558 for
IPv6. We find that IPv4 has a higher standard deviation than
IPv6.

For the AMS-IX route server, we find an average of 2.281 for
IPv4 update messages and an average of 1.558 for IPv6 update
messages. Again, the median for both is 1. Excluding with-
drawals, update messages with one announced prefix make

https://github.com/lmbruder/bgpsec_update_messages
https://github.com/lmbruder/bgpsec_update_messages
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up 77.81% of IPv4 and 81.91% of IPv6 update messages. We
determine the maximum number of prefixes in a message to be
1,010 for IPv4 and 570 for IPv6. Again the standard deviation
is higher for IPv4 than for IPv6 with 10.351 compared to
7.247.

TABLE III
OVERVIEW OF UPDATE PACKING

Customer AS
IP version Average Median Maximum SD1

IPv4 2.266 1 999 8.783
IPv6 1.347 1 558 4.691

AMS-IX route server
IP version Average Median Maximum SD1

IPv4 2.281 1 1,010 10.351
IPv6 1.558 1 570 7.247

1 Standard Deviation

B. Impact on BGP traffic

We find an increase by 126.08% for total IPv4 update
messages sent from the Customer AS. For IPv6, we find a
smaller increase by 31.51%. Diagram (a) in fig. 2 shows
our estimation for IPv4 traffic from the Customer AS with
BGPsec compared to without BGPsec per 30 minutes. While
traffic without BGPsec never reaches more than 40,000 update
messages in 30 minutes, our estimation shows peaks of up to
around 100,000 update messages in 30 minutes for BGPsec.
For all estimated BGPsec spikes in the graph with over 80,000
update messages, we find that the average number of prefixes
per BGP update message in the BGP traffic data is over 3.5.
This is much higher than the overall average of 2.266.

Fig. 2 (b) shows the same visualisation for IPv6. Similarly
to the IPv4 data, the spikes at 20:30 and 21:00 have a higher
average number of prefixes per message (over 1.8) compared
to the overall average (1.347) explaining the higher increase
in required messages in the BGPsec estimation. The spike at
18:30 is due to a much higher amount of messages sent in
that time frame. On a per-minute basis, peak loads for IPv4
increase by 453.22% and for IPv6 by 378.19%.

For the AMS-IX route server, we find an increase by
122.69% for total update messages sent. For IPv6, we find
an increase by 50.58%. With regards to peak load per minute,
we find an increase by only 22.68% for IPv4 but an increase
by 123.32% for IPv6. Fig. 2 (c) shows the BGPsec estimation
compared to the BGP traffic for IPv4. We find that the BGP
data shows a recurring pattern of about an hour of higher traffic
(about 4,000,000) followed by about an hour of lower traffic
(about 2,000,000). Fig. 2 (d) shows the same graph for IPv6.
We see that the spikes at 10:00 and 13:30 are again related to
a higher average number of prefixes per message in these time
frames compared to the overall average (2.49 and 2.709).

C. Impact on message generation

To estimate the impact on message generation, we determine
duplicate messages that are sent to different peers as described

in sec. IV. Using this method, we filter out 43,398,749
messages from the IPv4 traffic data and 35,239,565 messages
from the IPv6 traffic data. Within the analysed time frame 790
IPv4 peers and 680 IPv6 peers receive update messages from
the router.

We determine that 83,415,053 IPv4 update messages were
generated during the 24 hour time frame captured in our data.
In contrast to that, BGPsec requires 277,631,142 messages to
be generated. An increase by 232.83%. The peak amount of
messages that need to be generated per minute increases as
well, however, by a comparably low percentage of 42.43%.

For our IPv6 traffic data, we determine a count of
14,520,796 generated messages with BGP. Our estimation for
BGPsec requires an increase by 384.93%. The peak load per
minute more than doubles with an increase by 152.93% from
312,952 to 791,543 messages generated.

Fig. 3 shows overviews for message generation per 30 min-
utes for IPv4 and IPv6 update messages. The estimations show
that the impact on IPv6 message generation is much higher
than for IPv4. Relative to the number of update messages,
many more messages were filtered out for IPv6, leading to a
larger estimated increase for BGPsec.

The graph has two outstanding spikes at 10:00 and 13:30.
Estimations for 10:00 and 13:30 show increases by 538.55%
and 528.03% respectively for the 30-minute time frame. In
contrast to that, for a more average time frame like 06:00 -
06:30, we estimate an increase by 336.88%. Next to the higher
average of prefixes per update message in the time frames
10:00 and 13:30 as discussed in sec. VI-B, these time frames
include more messages that are generated once and then sent
to a high number of peers leading to a lower estimation for
BGP message generation.

VII. DISCUSSION

The results of our data analysis show that BGPsec would
require a higher amount of update messages to exchange
the same routing information as BGP. We determine that the
amount of additional required messages is highly dependent
on the amount of packed updates and the amount of peers that
receive the messages. In contrast to earlier work from Sriram
et al., we do not find an average of about four prefixes per
update message in our data [20].

In our data, the average number of prefixes per update mes-
sage is between 1.347 and 2.281. Update messages carrying
IPv6 routing information contain fewer prefixes on average.
In our model, this leads to a more drastic increase in IPv4
BGP traffic than for IPv6. While the average is higher, we
find a median of one prefix per update message for both IPv4
and IPv6 traffic. This means that for the vast majority of sent
update messages in our data, BGPsec does not require any
changes that impact the amount of BGP traffic.

In contrast to other determined values, we find a comparably
low increase in peak load per minute of IPv4 traffic for the
AMS-IX route server (22.68%). It seems as though high peaks
in load do not imply a high number of prefixes announced per
update message. If the number of prefixes per message is low,
BGPsec does not have a big effect on traffic amount even if
a high number of messages is sent.
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(a) (b)

(c) (d)

Fig. 2. BGP traffic analysis (a) Customer AS: IPv4 BGP update messages sent per 30 minutes. (b) Customer AS: IPv6 BGP update messages sent per 30
minutes. (c) AMS-IX route server: IPv4 BGP update messages sent per 30 minutes. (d) AMS-IX route server: IPv6 BGP update messages sent per 30 minutes.

(a) (b)

Fig. 3. BGP message generation analysis (a) AMS-IX route server: IPv4 BGP update messages generated per 30 minutes. (b) AMS-IX route server: IPv6
BGP update messages generated per 30 minutes.

We notice that the IPv4 data shows a recurring pattern of
higher numbers of messages followed by lower numbers of
messages. We were not able to fully investigate this, however,
we deem that it could be related to BGP route flapping
generated by unstable ASes [21].

Additionally, our results show that a BGP speaker with a lot
of peers will have to generate a substantially bigger amount
of BGPsec messages compared to the amount generated for
BGP to adhere to the BGPsec requirements. In our analysis, we
find an increase by 232.83% for IPv4 and 384.93% for IPv6
routing information carrying update messages. As mentioned
in sec. III, prior work highlights additional computational
requirements that BGPsec would place on routers. Combined
with the need to sign and validate update messages, we
determine that BGPsec could place more strain on existing
routers running BGP.

While our data shows this, these conclusions can not be
easily generalised for other BGP speakers and their BGP
traffic. The presented results are specific to the two BGP
speakers and their peers in the time frame we analysed. These
can vary greatly to other BGP speakers even in similar network
topologies.

We made assumptions about the operation of the BGP
speakers analysed as specified in sec. IV-D. The chosen
time frame of 100ms affects our estimates for BGP message
generation and with that our estimates for the increase required
by BGPsec. This could differ from the actual operation of the
router, which could impact the validity of our results.

We did not analyse actual BGPsec traffic, which is why all
presented results are only an estimation based on requirements
posed by the BGPsec specification. We were not able to
analyse actual BGPsec traffic because adoption of it is so
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low that it does not exist in a practical setting yet. While we
did look into current proof-of-concept implementations, we
determined that they are relatively outdated and not suitable
for the scope of this project.

VIII. CONCLUSION

In this work, we determined three types of BGP update
messages and analysed BGP traffic data to identify the impact
the BGPsec extension would have on it. We determined the
prevalence of update packing in our data and compared our
findings to existing results. In addition, we analysed the impact
of BGPsec on update message generation by the router.

While prior work by Sriram et al. that was referenced in
RFC8374 on BGPsec design choices, shows an average of
four prefixes per update message for BGP, we found lower
averages in our data [14,20]. The highest average in our data
is 2.281, which we found for the IPv4 data from the AMS-IX
route server. The median for all analysed data lies at 1. This
indicates that the impact of BGPsec on BGP traffic could be
lower than expected.

Next to changes required due to update packing, BGPsec
also impacts how update messages are generated by the router.
We found that update messages are regularly sent to multiple
peers thereby confirming the assumption that BGPsec would
require additional messages to be generated to be able to adapt
them for each peer. Next to that, key rollovers can lead to
increased BGPsec traffic because routing information signed
with an expired key is no longer valid and needs to be resigned
and resent.

Looking ahead, future work could explore reasons for the
differences we found between update packing in IPv4 and
IPv6 BGP update messages. Moreover, we did not extend our
analysis to the impact that a higher number of update messages
might have on the number of IP packets and Ethernet frames
required to carry this data. Finally, we did not investigate
existing BGPsec implementations and did not analyse real-
world BGPsec data. Working with actual BGPsec data could
refine the insights provided in this report and enable a more
accurate evaluation of the effects BGPsec deployment would
have.
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